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Abstract of the contribution: This contribution proposes a solution for KI#2 to support Vertical Federated Learning between NWDAF and AF without coordinator.
[bookmark: _Hlk513714389]1	Discussion
As indicated in KI#2: 5GC Support for Vertical Federated Learning, the following aspects need to be studied:
-	Whether and how the existing NF discovery and selection needs to be enhanced.
-	Whether and how ML Model training and/or inference related procedures need to be enhanced to support VFL.
-	Whether and how to do performance monitoring for the ML model trained via VFL.
-	Whether and how to provide ML Models to the participants in the VFL training process.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
Regardless of use cases, from general framework point, the NF consumer (e.g. NWDAF containing AnLF) may request ML model to NWDAF containing MTLF. When the ML model needs to be trained on the same samples but different features from the NWDAF containing MTLF and AF, and if some features cannot be obtained directly from the AF (e.g. due to data privacy, data security), then the NWDAF containing MTLF determines to use Vertical Federated Learning mechanism to train the ML model. 
This paper proposes a solution for the above scenario from general framework point of view. 
2. Proposal
It is proposed to add the following contents to TR 23.700-84.
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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[bookmark: _Toc500949101][bookmark: _Toc92875663][bookmark: _Toc93070687][bookmark: _Toc157534625]This solution is for Key Issue#2: 5GC Support for Vertical Federated Learning.
NF consumer (e.g. NWDAF containing AnLF) may request ML model to NWDAF containing MTLF. When the ML model needs to be trained on the same samples but different features from the NWDAF containing MTLF and AF, and if some features cannot be obtained directly from the AF (e.g. due to data privacy, data security), then the NWDAF containing MTLF determines to use Vertical Federated Learning mechanism to train the ML model.
NOTE: This solution doesn’t involve data encryption considering complexity and authorization/authentication from NEF.
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6.x.2.1 Vertical Federated Learning between NWDAF and AF without coordinator


Figure 6.x.2.1-1: Vertical Federated Learning between NWDAF and AF without coordinator 
1. NF consumer (e.g. NWDAF containing AnLF) may request ML model to NWDAF containing MTLF by invoking the Nnwdaf_MLModelProvision_Subscribe as defined in TS 23.288[5].
2. When the ML model needs to be trained on the same samples but different features, NWDAF containing MTLF determines to use Vertical Federated Learning mechanism if some features cannot be obtained directly from data producer AF (e.g. due to data privacy, data security).
3. The NWDAF containing MTLF selects AF to participate the Vertical Federated Learning procedure by discovering from the NRF.
4. The NWDAF containing MTLF interacts with the AF to prepare for the Vertical Federated Learning procedure, to check if the AF can meet the ML model training requirement (e.g. Analytics ID, Available data requirement, Available time requirement (time span needed for the FL process), etc.), in this preparation procedure samples of training data should be selected and aligned between AF and NWDAF containing MTLF.
Editor’s Note: Details for Vertical Federated Learning preparation procedure are FFS.
5. The NWDAF containing MTLF interacts with the AF to perform the iterations for Vertical Federated Learning procedure.
Editor’s Note: Either NWDAF or AF can hold the label and act as active participant, details are FFS.
6. After the training process is complete, the NWDAF containing MTLF may send ML model information for Vertical Federated Learning to the NF consumer.

[bookmark: _Toc157747897]6.X.3	Impacts on services, entities and interfaces
NWDAF containing MTLF:
-	Determine to use Vertical Federated Learning mechanism to train ML model if some features cannot be obtained directly from data producer AF;
-	Discover and select AF to participate the Vertical Federated Learning procedure;
-	Interact with AF to prepare for Vertical Federated Learning;
-  Interact with AF to perform iterations for Vertical Federated Learning.
AF:
-	Interact with NWDAF containing MTLF to prepare for Vertical Federated Learning;
-	Interact with NWDAF containing MTLF to perform iterations for Vertical Federated Learning.
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